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Abstract. The paper presents lower and upper bounds on the number of parity check digits required for a linear code that detects solid bursts of length $b$ or less and simultaneously any $e$ or less random errors. An example of such a code is also provided. Further, codes capable of detecting and simultaneously correcting such errors have also been dealt with.

1. Introduction

The very purpose of coding theory is to detect and correct errors that occur during transmission of data from one place to another over noisy channel. The nature of errors depends on the behavior of the communication channel. Solid burst type of errors are often found in storage channels (viz. semiconductor memory data [12], supercomputer storage system [2]). Thus, codes are required to construct to deal with such type of errors. A solid burst may be defined as follows:

Definition 1.1. A solid burst of length $b$ is a vector with non zero entries in some $b$ consecutive positions and zero elsewhere.

Some of the worth mentioning works on solid burst are due to Schillinger [16], Shiva and Cheng [18], Bossen [3], Sharma and Dass [17], Etzion [11], Argyrides et al. [1]. For some more study on bounds of codes dealing with solid burst errors, one may refer to [1, 5, 6, 7, 8].

The bounds on the number of parity check symbols of a linear code are important from the point of efficiency of a code. The lesser of parity check symbols in a code, the more is the rate of information
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of the code. In fact, the bounds on parity check digits will not only let us know the ultimate capabilities and limitation of error detecting/correcting codes and but also let us know which problems are virtually solved and which needs further work. Hamming [11] was the first who was concerned in this regard and he studied bounds on codes and their constructions.

Das [3] obtains bounds for codes detecting solid burst of length \( b \) or less. It is quite possible that the storage channel which is interfered by solid burst error may be encountered with some small number of random errors. Therefore, while it is all important to consider the detection/correction of solid burst, but care should also be taken to handle the detection/correction of some random errors. The present paper gives an attempt in this direction and obtain bounds for codes detecting /and simultaneously correcting solid burst of length \( b \) or less and any \( e \) or less random errors.

It should be noted that similar study was also presented in the paper [9]. In the paper [9], Dass and Muttoo obtained upper bound on codes that detect random errors or closed-loop low-density bursts. They had not studied the case when closed-loop low-density bursts as well as random errors occur at the same time. The present paper takes the case of solid burst and random error, and gives a study when solid bursts as well as random errors occur simultaneously. If the error occurred during communication is in the form of solid burst which is prevalent in many storage channels, then we need to consider only this pattern rather than considering other patterns of errors (say bursts or closed-loop bursts) and wasting the capacity of the system by detecting/correcting non-errors by default.

The present paper is organized as follows. Section 1 i.e., the Introduction gives brief view of the importance of bounds on parity check digits of a code and the requirement for consideration of solid burst error and random error simultaneously. In Section 2, we obtain lower and upper bounds on the number of parity check digits of linear codes that detect solid burst of length \( b \) or less and simultaneously any random \( e \) or less error \( (e < b) \). An example is also provided in this section. Section 3 deals with codes that are capable of detecting and simultaneously correcting such errors.

2. Codes Detecting Solid Burst and Random Errors

We consider linear codes over \( \text{GF}(q) \) that detect any solid bursts of length \( b \) or less and simultaneously any random \( e \) or less error \( (e < b) \). Clearly, the patterns to be detected should not be code words. In other words, we consider codes that have no solid burst of length \( b \) or less and simultaneously any random \( e \) or less error \( (e < b) \) as a code word. In the following, we obtain a lower bound over the number of parity-check digits required for such a code. The proof is based on the technique used in Theorem 4.13, Peterson and Weldon [13].
Theorem 2.1. The number of parity check digits for an \((n, k)\) linear code over \(GF(q)\) that detects any solid burst of length \(b\) or less and simultaneously any random \(e\) or less error \((e < b)\) is at least

\[
\log \left[ 1 + b \sum_{i=0}^{\lfloor \frac{e}{2} \rfloor} \binom{n-b-1}{i} (q-1)^i \right].
\]

Proof. The result will be proved on the fact that no detectable error vector can be a code word. Let \(V\) be an \((n, k)\) linear code over \(GF(q)\) and \(\mathcal{X}\) be a set of all those vectors such that the some fixed non-zero component are confined consecutively from the first position and may go up to first \(b\) positions, and the last \(n-b-1\) positions may have at most \(\lfloor \frac{e}{2} \rfloor\) any non zero component.

We claim that any two vectors of the set \(\mathcal{X}\) can not belong to the same coset of the standard array; else a code word shall be expressible as a sum or difference of two error vectors. If possible, we assume the contrary that there is a pair; say \(x_1, x_2\) in \(\mathcal{X}\) belonging to the same coset of the standard array. Then their difference \(x_1 - x_2\) must be a code vector. But \(x_1 - x_2\) is a vector all of whose non zero components are in \(b\) or less consecutive components in the first \(b\) positions and at most \(2\lfloor \frac{e}{2} \rfloor\) positions in the remaining \(n-b-1\) positions. This means \(x_1 - x_2\) is an error vector and is a code vector. This is not possible. Thus, all the vectors in \(\mathcal{X}\) must belong to distinct cosets of the standard array. The number of such vectors over \(GF(q)\), including the vector of all zero, is clearly

\[
1 + b \sum_{i=0}^{\lfloor \frac{e}{2} \rfloor} \binom{n-b-1}{i} (q-1)^i.
\]

Since the maximum available number of cosets is \(q^{n-k}\), we have

\[
q^{n-k} \geq 1 + b \sum_{i=0}^{\lfloor \frac{e}{2} \rfloor} \binom{n-b-1}{i} (q-1)^i
\]

\[
\Rightarrow n - k \geq \log \left[ 1 + b \sum_{i=0}^{\lfloor \frac{e}{2} \rfloor} \binom{n-b-1}{i} (q-1)^i \right].
\]

\[\square\]

Now the following theorem gives an upper bound on the number of check digits required for the construction of a linear code considered in Theorem 2.1. This bound assures the existence of a linear code that can detect all solid bursts of length \(b\) or less and simultaneously any random \(e\) or less error \((e < b)\). The proof is based on the well known technique used in Varshomov-Gilbert Sacks bound by constructing a parity check matrix for such a code (refer Sacks [14], also Theorem 4.7 Peterson and Weldon [13]).
The existence of the code. The requisite parity-check matrix $H$ being in solid burst error) and any previous any random $e$ or less error $(e < b)$ provided that

$$q^{n-k} > \sum_{i=0}^{e-1} \binom{n-1}{i} (q-1)^i + \sum_{s=e+1}^{b} \left\{ \sum_{i=0}^{e} \binom{n-s-1}{i} (q-1)^{i+s-1} + (n-s-1) \sum_{i=0}^{e-1} \binom{n-s-3}{i} (q-1)^{i+s} \right\}.$$ 

Proof. The theorem is proved by constructing an appropriate $(n-k) \times n$ parity-check matrix $H$ for the existence of the code. The requisite parity-check matrix $H$ shall be constructed as follows:

Select any non-zero $(n-k)$-tuples as the first $j-1$ columns $h_1, h_2, \ldots, h_{j-1}$ appropriately, we lay down the conditions to add $j^{th}$ column $h_j$ as follows:

**Case (I)** Since the code detects any $e$ or less random errors, $h_j$ should not be a linear combination of previous any $e-1$ or less columns, i.e.,

$$h_j \neq (u_{j-1} h_{j-1} + u_{j-2} h_{j-2} + \cdots + u_2 h_2 + u_1 h_1),$$

where $u_i \in GF(q)$ are any $e-1$ non zero coefficients.

This condition ensures that the code detects any $e$ or less random errors. The number of ways in which such coefficients $u_i$ out of $j-1$ coefficients on R.H.S. of (2.2) may be chosen is given by

$$\sum_{i=0}^{e-1} \binom{j-1}{i} (q-1)^i.$$

**Case (II)** Since the code detects any $e$ or less random errors and simultaneously any solid burst of length greater than $e$, but less than or equal to $b (b > e)$, so

Subcase (i). $h_j$ should not be a linear sum of immediately preceding consecutive $s-1$ $(e+1 \leq s \leq b)$ columns, together with any linear combination of $e$ or less columns from the last $j-s-1$ columns. In other words,

$$h_j \neq (u_{j-1} h_{j-1} + u_{j-2} h_{j-2} + \cdots + u_{j-s+2} h_{j-s+2} + u_{j-s+1} h_{j-s+1}) + (v_{j-s-1} h_{j-s-1} + v_{j-s-2} h_{j-s-2} + \cdots + v_2 h_2 + v_1 h_1),$$

where $e+1 \leq s \leq b$, the coefficients $u_i \in GF(q)$ are non zero and the coefficients $v_i \in GF(q)$ are such that any $e$ or less coefficients are non zero.

This condition ensures that the code detects all solid bursts of length $s(e+1 \leq s \leq b)$ (the last component being in solid burst error) and any $e$ or less random errors $(e < b)$.

The number of choices of these coefficients $u_i$ and $v_i$ can be calculated as follows:

If $s = e+1$, then there are $e$ terms having $u_i$ as coefficients in the first bracket of R.H.S. of (2.3). The number of coefficients $v_i$ out of $j-s-1$ coefficients may be chosen by $\sum_{i=0}^{e} \binom{j-s-2}{i} (q-1)^i$ ways.
So total number of combinations for \( s = e + 1 \) is given by
\[
(q - 1)^s \sum_{i=0}^{e} \binom{j - e - 2}{i}(q - 1)^i.
\]

If \( s = e + 2 \), then there are \( e + 1 \) terms having \( u_i \) as coefficients in the first bracket of R.H.S. of (2.4). The number of coefficients \( v_i \) out of \( j - s - 1 \) coefficients is by \( \sum_{i=0}^{e} \binom{j - e - 3}{i}(q - 1)^i \). So, total number of combinations for \( s = e + 2 \) is given by
\[
(q - 1)^{e+1} \sum_{i=0}^{e} \binom{j - e - 3}{i}(q - 1)^i.
\]

For \( s = b \), then there will be \( b - 1 \) terms in the first bracket on R.H.S. of (2.4) which can be chosen by \( (q - 1)^{b-1} \) ways. And the coefficients \( v_i \) out of \( j - s - 1 \) coefficients can be selected by \( \sum_{i=0}^{e} \binom{j - b - 1}{i}(q - 1)^i \) ways. So, the total number of combinations on R.H.S. of (2.4) for \( s = b \) is
\[
(q - 1)^{b-1} \sum_{i=0}^{e} \binom{j - b - 1}{i}(q - 1)^i.
\]

Thus, the total number of choices of these coefficients \( u_i \) and \( v_i \) for the subcase (i) is
\[
\sum_{s=e+1}^{b} \left\{ (q - 1)^{s-1} \sum_{i=0}^{e} \binom{j - s - 1}{i}(q - 1)^i \right\}
= \sum_{s=e+1}^{b} \sum_{i=0}^{e} \binom{j - s - 1}{i}(q - 1)^{i+s-1}.
\]

Subcase (ii). \( h_j \) should not be a linear sum of previous any linear combination of \( e \) or less columns, along with any linear sum of \( s \) consecutive columns \( (e + 1 \leq s \leq b) \), not including \( h_j \) (with the condition that not more than \( s \) consecutive columns occur), i.e.,
\[
h_j \neq (u_{j-1}h_{j-1} + u_{j-2}h_{j-2} + \cdots + u_{j-i}h_{j-i}) + (v_{j-l}h_{j-l-1} + v_{j-l-2}h_{j-l-2} + \cdots + v_2h_2 + v_1h_1),
\]
where \( 1 \leq l \leq j - e - 2 \), \( u_{j-l} \) is zero coefficient, \( v_i \)'s are such that the number of consecutive non-zero \( v_i \)'s is \( s \) and if \( v_l \) and \( v_m \) is the first and last of such consecutive nonzeros, then the \( v_i \)'s (before \( v_{l-1} \) and after \( v_{m+1} \)) together with \( u_i \)'s can be at most \( e - 1 \) non zero.

This condition ensures that the code detects all solid bursts of length \( s(e + 1 \leq s \leq b) \) (the last component not being in solid burst error) and any \( e \) or less random errors \( (e < b) \).

The coefficients \( u_i \) and \( v_i \) of the above expression (2.4) can be chosen in the following ways (as calculated in subcase (i)):
For \( s = e + 1 \), the number of linear combinations of coefficients on the R.H.S. of (2.4) is
\[
(j - e - 2)(q - 1)^{e+1} \sum_{i=0}^{e-1} \binom{j - e - 4}{i}(q - 1)^i.
\]
For \( s = e + 2 \), the number of linear combinations of coefficients on the R.H.S. of (2.6) is

\[
(j - e - 3)(q - 1)^{e+2} \sum_{i=0}^{e-1} \binom{j - e - 5}{i}(q - 1)^i.
\]

For \( s = b \), the number of linear combinations of coefficients on the R.H.S. of (2.6) is

\[
(j - b - 1)(q - 1)^b \sum_{i=0}^{e-1} \binom{j - b - 3}{i}(q - 1)^i.
\]

So, the total number of linear combinations of coefficients \( u_i \) and \( v_i \) for the subcase (ii) is

\[
\sum_{s=e+1}^{b} \binom{j - s - 1}{i}(q - 1)^{e+s} = \sum_{s=e+1}^{b} \binom{j - s - 1}{i}(q - 1)^{i+s}.
\]

Therefore, the number of possible linear combinations of coefficients on the R.H.S. of (2.4), (2.3) and (2.2), including the vector of all zeros, is

\[
\sum_{i=0}^{e-1} \binom{j - 1}{i}(q - 1)^i + \sum_{s=e+1}^{b} \sum_{i=0}^{e} \binom{j - s - 1}{i}(q - 1)^{i+s-1} + \sum_{s=e+1}^{b} \binom{j - s - 1}{i}(q - 1)^{i+s} \leq \sum_{i=0}^{e-1} \binom{n - s}{i}(q - 1)^{i+s-1} + (n - s) \sum_{i=0}^{e-1} \binom{n - s - 2}{i}(q - 1)^{i+s}.
\]

At worst, all these linear combinations might yield a distinct sum. Thus, a column \( h_j \) can be added to \( H \) provided that

\[
q^{n-k} > \sum_{i=0}^{e-1} \binom{j - 1}{i}(q - 1)^i + \sum_{s=e+1}^{b} \left\{ \sum_{i=0}^{e} \binom{j - s - 1}{i}(q - 1)^{i+s-1} + (j - s - 1) \sum_{i=0}^{e-1} \binom{j - s - 3}{i}(q - 1)^{i+s} \right\}.
\]

Replacing \( j \) by \( n \) gives the theorem. \( \square \)

**Alternative Form**

If \( n \) is the largest positive integer for which the inequality (2.5) is true, then replacing \( j \) by \( n + 1 \), the inequality (2.4) gets reversed and the inequality becomes

\[
q^{n-k} \leq \sum_{i=0}^{e-1} \binom{n}{i}(q - 1)^i + \sum_{s=e+1}^{b} \left\{ \sum_{i=0}^{e} \binom{n - s}{i}(q - 1)^{i+s-1} + (n - s) \sum_{i=0}^{e-1} \binom{n - s - 2}{i}(q - 1)^{i+s} \right\}.
\]
Asymptotic Form

We deduce the asymptotic form of the above inequality (2.6) over GF(2). By taking \( q = 2 \), the inequality (2.6) becomes

\[
2^n - k \leq \sum_{i=0}^{e-1} \binom{n}{i} + \sum_{s=e+1}^{b} \left\{ \sum_{i=0}^{e-1} \binom{n-s}{i} + (n-s) \sum_{i=0}^{e-1} \binom{n-s-2}{i} \right\},
\]

or,

\[
(2.7) \quad 2^n - k \leq \sum_{i=(n-s+1)n}^{n} \binom{n}{i} + \sum_{s=e+1}^{b} \left\{ \sum_{i=(n-s+1)(n-s)}^{n-s} \binom{n-s}{i} + (n-s) \sum_{i=(n-s+1)(n-s)}^{n-s-2} \binom{n-s-2}{i} \right\}.
\]

From the Chernov Bound,

\[
\sum_{i=0}^{n} \binom{n}{i} \leq \alpha^{-\alpha n} \beta^{-\beta n}, \quad \beta = 1 - \alpha, \quad \alpha > \frac{1}{2},
\]

we can deduce the inequality (2.7) as follows:

\[
(2.8) \quad 2^n - k \leq \left( \frac{n-s+1}{n} \right)^{-n-s+1} \left( \frac{s-1}{n} \right)^{-(s-1)} + \sum_{s=e+1}^{b} \left\{ \left( \frac{n-s-1}{n-s} \right)^{-n-s-1} \left( \frac{e}{n-s} \right)^{-e} \right\},
\]

where \( n > \max\{2(s-1), s+2e\} \). We know the binary entropy function is given by

\[
H(p) = -p \log_2 p - (1-p) \log_2 (1-p).
\]

Therefore, the inequality (2.8) reduces to

\[
2^n - k \leq 2^n H\left( \frac{n-s+1}{n} \right) + \sum_{s=e+1}^{b} \left\{ 2^{(n-s)H\left( \frac{n-s-1}{n-s} \right)} + (n-s)2^{(n-s-2)H\left( \frac{n-s-2}{n-s-2} \right)} \right\}.
\]

Example 2.1. For a \((9, 2)\) linear code over GF(2), we construct the following 7 × 9 parity check matrix \( H \), according to the synthesis procedure given in the proof of Theorem 2.2 by taking \( e = 2 \), \( b = 4 \).

\[
H = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 
\end{bmatrix}
\]
The null space of this matrix can be used to correct all solid bursts of length 4 or less and simultaneously any random 2 or less errors. It may be verified from error pattern-syndromes Table 2.1 that the syndromes of all solid bursts of length 4 or less and simultaneously any random 2 or less errors are non zero, showing thereby that the code that is the null space of this matrix can detect all solid bursts of length 4 or less and simultaneously any random 2 or less errors.

Table 2.1
Error pattern - syndromes Table

<table>
<thead>
<tr>
<th>Error-patterns</th>
<th>Syndromes</th>
<th>Error-patterns</th>
<th>Syndromes</th>
<th>Error-patterns</th>
<th>Syndromes</th>
</tr>
</thead>
<tbody>
<tr>
<td>100000000</td>
<td>1000000</td>
<td>000001100</td>
<td>0000011</td>
<td>001110011</td>
<td>1100011</td>
</tr>
<tr>
<td>010000000</td>
<td>0100000</td>
<td>000001010</td>
<td>1010110</td>
<td>000111000</td>
<td>0001110</td>
</tr>
<tr>
<td>001000000</td>
<td>0010000</td>
<td>000001001</td>
<td>0101000</td>
<td>000111010</td>
<td>1011011</td>
</tr>
<tr>
<td>000100000</td>
<td>0001000</td>
<td>000001110</td>
<td>1010100</td>
<td>000111001</td>
<td>0100100</td>
</tr>
<tr>
<td>000010000</td>
<td>0000100</td>
<td>000001010</td>
<td>0101011</td>
<td>000111011</td>
<td>110001</td>
</tr>
<tr>
<td>000001000</td>
<td>0000010</td>
<td>000000111</td>
<td>1111111</td>
<td>000011100</td>
<td>0000111</td>
</tr>
<tr>
<td>000000100</td>
<td>0000001</td>
<td>111000000</td>
<td>1110000</td>
<td>000011101</td>
<td>0101101</td>
</tr>
<tr>
<td>000000010</td>
<td>1010101</td>
<td>111010000</td>
<td>1110100</td>
<td>000001110</td>
<td>1010110</td>
</tr>
<tr>
<td>000000001</td>
<td>0101010</td>
<td>111010000</td>
<td>1110010</td>
<td>000001111</td>
<td>1111110</td>
</tr>
<tr>
<td>110000000</td>
<td>1100000</td>
<td>111000100</td>
<td>1110001</td>
<td>111100000</td>
<td>1111000</td>
</tr>
<tr>
<td>101000000</td>
<td>1010000</td>
<td>111000101</td>
<td>0100101</td>
<td>111101000</td>
<td>1111010</td>
</tr>
<tr>
<td>100100000</td>
<td>1001000</td>
<td>111000001</td>
<td>1011010</td>
<td>111101000</td>
<td>1111010</td>
</tr>
<tr>
<td>100010000</td>
<td>1000100</td>
<td>111010000</td>
<td>1110110</td>
<td>111100010</td>
<td>0101101</td>
</tr>
<tr>
<td>100001000</td>
<td>1000010</td>
<td>111010010</td>
<td>1110101</td>
<td>111100001</td>
<td>1010010</td>
</tr>
<tr>
<td>100000100</td>
<td>100001</td>
<td>111010010</td>
<td>0100010</td>
<td>111101010</td>
<td>1111011</td>
</tr>
<tr>
<td>100000010</td>
<td>0010101</td>
<td>111010001</td>
<td>101110</td>
<td>111101010</td>
<td>0101111</td>
</tr>
<tr>
<td>100000001</td>
<td>1101010</td>
<td>111010100</td>
<td>1110011</td>
<td>111101001</td>
<td>1010000</td>
</tr>
<tr>
<td>011000000</td>
<td>0110000</td>
<td>111010101</td>
<td>0100111</td>
<td>111100110</td>
<td>0101100</td>
</tr>
<tr>
<td>010100000</td>
<td>0101000</td>
<td>111010010</td>
<td>1011000</td>
<td>111100101</td>
<td>1010011</td>
</tr>
<tr>
<td>010010000</td>
<td>0100100</td>
<td>111000110</td>
<td>0100100</td>
<td>111100011</td>
<td>0000111</td>
</tr>
<tr>
<td>010001000</td>
<td>0100010</td>
<td>111000101</td>
<td>1011011</td>
<td>011110000</td>
<td>0111100</td>
</tr>
<tr>
<td>010000100</td>
<td>0100001</td>
<td>111000011</td>
<td>0001111</td>
<td>011110100</td>
<td>0111101</td>
</tr>
<tr>
<td>010000010</td>
<td>1110101</td>
<td>011100000</td>
<td>0111000</td>
<td>011110010</td>
<td>1101001</td>
</tr>
<tr>
<td>010000001</td>
<td>0010100</td>
<td>011101000</td>
<td>0111010</td>
<td>011110001</td>
<td>0010110</td>
</tr>
</tbody>
</table>
3. Simultaneous Detection and Correction of Solid Burst and Random Errors

This section determines extended Reiger’s bound (refer [13]; also Theorem 4.15, Peterson and Weldon [13]) for simultaneous detection and correction of solid burst of length $b$ or less and simultaneously any random $e$ or less error ($e < b$). The following theorem gives a bound on the number of parity-check digits for a linear code that simultaneously detects and corrects such errors.

**Theorem 3.1.** The number of parity check symbols in an $(n,k)$ linear code over $GF(q)$ that corrects any solid burst of length $b$ or less and simultaneously any random $e$ or less error ($e < b$) must have at least

$$\log \left[ 1 + 2b \sum_{i=0}^{e} \binom{n-2b-1}{i} (q-1)^i \right].$$

Further, if the code corrects all solid bursts of length $b$ or less and simultaneously any random $e$ or less error ($e < b$), and simultaneously detects any solid burst of length $d$ or less and simultaneously any random $f$ or less error ($f < d, b < d, e < f$), then the number of parity-check digits of the code is
\[ \log \left[ 1 + (b + d) \sum_{i=0}^{\lfloor e+f \rfloor} \binom{n - (b + d) - 1}{i} (q - 1)^i \right]. \]

**Proof.** For the first part, consider a vector that has the form of a solid burst of length \(2b\) or less together with any \(2e\) or less random error. The vector can be expressible as a sum or difference of two vectors, each of which is a solid burst of length \(b\) or less together with any random \(e\) or less error \((e < b)\). These component vectors must belong to different cosets of the standard array, because both such errors are correctable errors. Accordingly, such a vector viz. a solid burst of length \(2b\) or less together with any random \(2e\) or less error can not be a code vector. In view of Theorem 2.1, the number of parity check digits, such a code must have, is at least

\[ \log \left[ 1 + 2b \sum_{i=0}^{e} \binom{n - 2b - 1}{i} (q - 1)^i \right]. \]

Further, for the second part, consider a vector which has the form of a solid burst of length \((b + d)\) or less together with any \((e + f)\) or less random error. Such a vector is expressible as a sum or difference of two vectors, one of which has the form of a solid burst of length \(b\) or less together with any random \(e\) or less error \((e < b)\) and the other is a solid burst of length \(d\) or less together with any random \(f\) or less error \((f < d)\). Both such component vectors, one being a detectable error and the other being a correctable error, can not belong to the same coset of the standard array. Therefore, such a vector can not be a code vector, i.e., a vector which is a solid burst of length \((b + d)\) or less together with any \((e + f)\) or less random error can not be a code vector. Hence, by Theorem 2.1, the number of parity check digits that code must have is at least

\[ \log \left[ 1 + (b + d) \sum_{i=0}^{\lfloor e+f \rfloor} \binom{n - (b + d) - 1}{i} (q - 1)^i \right]. \]

\[ \square \]
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